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○ The Nature of Medical Data
○ Data Extraction via SQL
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○ Algorithm Construction and Application
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○ Feature Engineering
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○ Apply your knowledge, win a prize, start a paper!
○ Doing the homework will help with this session!
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Session 2 - Learning Objectives

● Part 1: Build an intuition for how machine learning works
○ Data Pre-processing 
○ Feature Selection
○ Model Construction 

● Part 2: Apply a machine learning to a simple discriminative task
○ Model Validation



Your Homework For This Week

● Problem 1: Hand-craft an algorithm for predicting mortality in 
the patient population

● Problem 2: Apply 3 machine learning techniques to predict 
patient mortality



Session 2, Part 1: 
An Introduction to 
Human Learning



Download Resources: 
http://bit.ly/1Rk0UnD



Overview of Matlab IDE





























The Human Learning Task



To the MatMobile



The Human Learning Task
● I want all of you to forget everything you ever learned 

about machine learning, and treat mortality prediction 
as a human learning task.

● Jim had a cardiac arrest, and is currently on life 
support. Nobody knows if Jim will wake up from his 
coma, and taking care of him is very expensive 
~20K/day. 

● Your boss wants you to generate a procedure to 
predict Jim’s outcome.  



The Human Learning Task
● We are going to design an algorithm together to 

predict the outcomes of the patients by visual 
inspection alone. 

● We want to figure out which features we extracted 
are predictive of outcome, and how to choose 
thresholds for their values.



To the MatMobile



Code will be referenced 



Load the Data



Load the Data

NOW LOOK AT YOUR 
WORKSPACE!



A Black Box
(Literally)

We want to find features that predict outcome



Let’s Look at Age  



Strange Outliers 

Fountain of Youth?!



Outliers exist to protect identity of older patients 

https://mimic.physionet.org/mimictables/patients/

https://mimic.physionet.org/mimictables/patients/


Corrected, the distributions of ages make sense  

● Much Better!



Compare histograms of each outcome class  



Survival is more likely when 30 < Age < 75  



A Black Box
(Literally)

What features should be considered…? 



Inside The Box

prediction = death if
(Age < 30 | Age > 75 )



How did we do!



How did we do!



A Black Box
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A Black Box
(Literally)

What features should be considered…? 

Lived!

Died!



We can do better!



Interesting 
patterns 
exist for other 
features



What would the histograms 
of a perfect feature look 

like?



A Better Black Box
(Literally)

Let’s Make a Better Black Box 



Inside The Better Black Box

prediction =   death if
                      WBCmax > 15 &              
                      WBCmin > 15  & 
                      HeartRateMin > 100

                      
                      







Victory!



Or is it…?



A Better Black Box
(Literally)

Let’s Try The Optimist’s Algorithm

Everyone Always Survives!



Oh dear...
0.3% better...







Why is this happening?



specificity sensitivity accuracy

positive
predictive value

negative 
predictive value

OUR APPROACH



Accuracy may not be a good measure of performance when 
you have uneven class sizes.



specificity sensitivity accuracy

positive
predictive value

negative 
predictive value



Specificity

● Specificity= true survivors/(true survivors + false deaths)

● Given that a person is going to survive, how often will the test 
indicate survival? 

specificity



specificity sensitivity accuracy

positive
predictive value

negative 
predictive value



Sensitivity 

● Sensitivity=true deaths/(true deaths + false survivors)

● Given that a person is going to die, how often will the test indicate 
death?

sensitivity



specificity sensitivity accuracy

positive
predictive value

negative 
predictive value



Negative Predictive value:

● PV-= true survivals/(true survivals + false deaths)

● Given that the test predicts survival, what is the probability that the patient actually 
survives?

negative
predictive value



specificity sensitivity accuracy

positive
predictive value

negative 
predictive value



Positive Predictive value (PV+):

● PV+= true deaths / (true deaths +false deaths) 

● Given that the test predicts death, what is the probability that the patient will die?

 
positive

predictive value



If we compare our approach against the Optimistic 
Approach, using these other metrics, how do we do?



specificity sensitivity accuracy

positive
predictive 

value

negative 
predictive

 value

specificity sensitivity accuracy

positive
predictive 

value

negative 
predictive

 value

Optimistic Ours



Given all the options, what is the standard 
performance metric when working with medical data?



● A good algorithm is both sensitive and specific.

● But deciding relative importance can be tricky

● Is it as bad to 
○ predict survival given death, as it is to 
○ predict death given survival? 



What is the 
value of a life?



What is the 
value of a life?



● If everyone has an opinion about the relative 
importance of predicting survival vs. death, then 
let’s add a range of biases to our predictions and 
see how it does.

● We can do this, by adding or subtracting a constant 
value from our predictions 



Let’s Bias The Optimist’s Algorithm



Optimist’s 
Original 

Prediction

Slight
Bias

Modified 
Prediction

Modified Prediction > 0.5 Outcome

0 .1 0.1 0 1

0 .1 0.1 0 0

0 .1 0.1 0 1

0 .1 0.1 0 0



Optimist’s
Original 

Prediction

Pessimist
Bias

Modified 
Prediction

Modified Prediction > 0.5 Outcome

0 1 1 1 1

0 1 1 1 0

0 1 1 1 1

0 1 1 1 0



Optimist’s
Original 

Prediction

Optimist
Bias

Modified 
Prediction

Modified Prediction > 0.5 Outcome

0 -1 -1 0 1

0 -1 -1 0 0

0 -1 -1 0 1

0 -1 -1 0 0



The Optimist’s Algorithm 

● Bias create 
two distinct 
predictions

● All 1s, or all 0s 



The Optimist’s Algorithm 

If predicting survival 
given survival is 
infinitely valuable.  

If predicting death 
given death is 
infinitely valuable.  



What about our Algorithm?



Our
Original 

Prediction

Bias Modified 
Prediction

Modified Prediction > 0.5 Outcome

1 .1 1.1 1 1

1 .1 1.1 1 0

0 .1 0.1 0 1

0 .1 0.1 0 0



Our
Original 

Prediction

Pessimist
Bias

Modified 
Prediction

Modified Prediction > 0.5 Outcome

1 1 2 1 1

1 1 2 1 0

0 1 1 1 1

0 1 1 1 0



Our
Original 

Prediction

Optimist
Bias

Modified 
Prediction

Modified Prediction > 0.5 Outcome

1 -1 0 0 1

1 -1 0 0 0

0 -1 -1 0 1

0 -1 -1 0 0



Our Algorithm: Three Options

If predicting survival 
given survival is 
infinitely valuable.  

If predicting death 
given death is 
infinitely valuable.  



How do we know which is better?



Compare Every Option via Area Under the Curve

Our ApproachOptimist’s



Compare Using the Area Under the Curve

Optimist’s Our Approach



Compare Using the Area Under the Curve

Optimist’s Our Approach





Wait… Why are we so 
similar to the optimist’s 

algorithm?



specificity sensitivity accuracy

positive
predictive 

value

negative 
predictive

 value

specificity sensitivity accuracy

positive
predictive 

value

negative 
predictive

 value



Requiring all conditions to 
be satisfied is too rare. 

Democracy to the rescue!



A BETTER Better 
Black Box
(Literally)

Let’s Make a BETTER Better Black Box 



Inside The BETTER Better Black Box

votes =       ( (Age < 30) + 
                     (Age > 75) + 
                     (WBCmax > 15) + 
                     (WBCmin > 15) + 
                     (HeartRateMax > 125) +                     
                     (HeartRateMin > 100) +
                     (HeartRateMin < 40)
                    ) / 7 
prediction = death if votes > ...
                      
                      



How many 
votes are 
enough?



How many 
votes are 
enough?



The Democracy Algorithm 



But can we do better…

Perhaps not all features are created equal.

Aristocracy?



A Philosopher King 
Black Box
(Literally)

Let’s Make a Philosopher King Black Box 



Inside The Philosopher King’s Black Box

votes =       4 * ((Age < 30) + 
                   1 * (Age > 75) + 
                   1 * (WBCmax > 15) + 
                   1 * (WBCmin > 15) + 
                   1 * (HeartRateMax > 125) +                     
                   3 * (HeartRateMin > 100) +
                   3 * (HeartRateMin < 40)) / 14 

prediction = 1 if votes > ...
                      
                      



The Philosopher King Algorithm… Plato was right...



What can we conclude
● The Optimist’s Approach

○ Area under the curve = 0.50

● Our First Approach
○ Area under the curve = 0.51

● Democracy
○ Area under the curve = 0.62

● Aristocracy
○ Area under the curve = 0.64
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Before we get carried 
away…



What Has Human Learning Taught Us? 

● Features with distributions that separate the outcomes of 
interest do a good job in classification.

● If done correctly, combining multiple weak features can make 
for a strong classifier.

● Not all features are equally important, some should be 
considered more strongly than others.



Here’s how it connects to Machine Learning 

● ML Identifies features that separate the cases of interest, 
automatically!

● ML combines multiple weak features, automatically.

● ML considered some features more strongly than others, 
automatically!



Are we done?



Wait! 
What about Jim!



Jim’s ICUSTAY_ID - 290851

● Prediction is 0?
○ Could there be a bug?

● Let’s Investigate


